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We present a web platform which permits rapid development of limited-domain speech-to-sign 

translators; the work leverages a line of research on limited-domain speech applications that 

has been pursued at Geneva University (Rayner et al 2006, 2014b, Bouillon et al 2008), 

extending it to sign language output. The type of application supported typically uses a 

vocabulary of a few hundred to a couple of thousand words/signs, and grammatical coverage 

of a few dozen to a few hundred syntactic patterns. Although limited in scope, experience shows 

that translation applications of this kind are able to support goal-directed exchanges in a specific 

situation, for example buying a ticket or being admitted to a hospital. Applications can be 

packaged either as plain speech translators or as interactive spoken questionnaires (Armando et 

al 2014), where the system automatically advances through the sequence of questions and 

allows the Deaf partner to respond by choosing an answer from a push-button menu (Cox et al 

2002, Tryggvason 2004). The framework is entirely web-based. Applications are accessed 

through a normal browser, with audio handled using the methods from (Fuchs et al 2012). 

Development is also carried out over the web, with content uploaded to the server through an 

FTP client using the model of (Rayner et al 2015a). Signed language generation is performed 

using the JASigning avatar (Jennings et al. 2010). Initial development work has focused on a 

train passenger announcement domain (Ebling 2016). 

The rule formalism used is a version of Regulus Lite (Rayner et al 2014a), and is designed to 

be accessible to sign language linguists who have only modest skills in computer science. 

Translation is performed in two stages. In the first stage, parametrized phrase translation rules 

are written as groups of lines in Excel spreadsheet tables. “Table-rules” are based on the 

diagrams common in sign language linguistics (Neidle et al 2000, Johnston and Schembri 

2007); one line is a sequence of sign glosses, while others contain non-manual information (eye 

gaze, head tilt, etc). These rules are compiled into a speech recognition package that can be run 

on the commercial Nuance platform; the runtime output is a bundle of synchronized parallel 

output streams (Rayner et al 2015b). The second translation stage uses rules, also written in the 

Regulus Lite notation, which map sign glosses and tokens representing non-manual elements 

to HamNoSys sequences (Prillwitz et al. 1989) and SiGML elements (Elliott et al. 2000). The 

output is finally realized in concrete form by the avatar.  

While the goals of the project are practical, the framework we are developing has interesting 

implications for theoretical work in sign language linguistics: it makes it easy for non-signing 

experimenters to generate parametrized sets of signed utterances using an avatar, where one 

part of the utterance is systematically varied, and by obtaining judgments on them from native 

speakers get data on possible phonological, syntactic and semantic constraints on signed 

language.  
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